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Introduction


If you are using RAID-5, you are killing your database's performance.


RAID-5 device configurations are extremely popular and are a deadly trap for database


performance.  The basic reason is that a general trend in the industry


causes the division of labor on a system to be divided into


two distinct areas:  system administration (the operating system and hardware) and


database administration.  This division causes system administrators to choose RAID-5


devices for good reasons,  however they can cause a bottleneck in the performance of the


database.  This paper gives you some tips on how to identify and avoid this trap.


What is the trap?


Implementation of RAID-5 and believing that it will provide unlimited i/o bandwidth


for your database implementation is a dangerous assumption.  RAID-5 configurations


have a specific capacity like all other components in the computer system.  Because


a RAID-5 configuration usually uses a single controller this single controller can become


a bottleneck in your i/o subsystem.  On some sites very large RAID-5 configurations are


implemented at considerable cost.  When it is discovered that the RAID-5 configuration


is saturated it can be costly both in time and money to correct the problem.


Additionally, if the reconfiguration looks like it might mean more sleepless nights


for the system administration team it is unlikely the proposition will generate a great


deal of enthusiasm!























Why do I care? 





Many DBA's assume that the hardware their database is running on has sufficient


capacity for their databases needs,  that is not necessarily so.  However,  when the


performance of the database fails to meet expectations (reasonable or not) it is


a good bet that the DBA will hear about it.  Whether we like it or not, we as the


database administrators are responsible for the data from the time it leaves the


users screen until the time it returns.  That round trip may touch a lot of different


hardware components.


A history of the trap. 





How did this trend start in the IT industry?  Very simple - self preservation -it is


probably one of the greatest instincts any human possesses.  


It is common knowledge that in the IT industry there is a great division between


database administration and system administration.  In some small shops 


this may  be less true but there is and will continue to be a division along the


hardware / software line, rarely do you find someone that is highly skilled in


both areas.


When it is time for the hardware vendor to come and sell your company something


he/she does not come to see the programmers or the  database administrators.  Why


should they - programmers and database people are software people.  They do not


know a scsi bus from a school bus! - - - why should they,  that is hardware and the 


responsibility of the system administrator.  This unfortunate trend in the industry


has opened up the door for database performance robbing raid-5 configurations.





Another scenario that can cause the trap is the configuration of very large


data warehouses.  The amount of data that is going to be stored is given priority and


little thought is given to the fact that there may be many users trying to retrieve


that data at the same time.  This can be particularly true in environments where 


data warehousing is just beginning to be implemented.  As the value of the 


warehouse becomes obvious to the individuals in the organization more 


and more unplanned retrieval demand is placed against the system.


Have I been caught in the trap! ( Hmmm ... no missing fingers!)





There are some basic tools that can be used on your system to see


if your database has been caught in this painful trap.  The first


thing is to identify the mind set that was used when configuring


your hardware systems.  The first question that should be asked is how many


disk controllers where mounted on your systems main bus.  If the answer


is 1 -or- I do not know then this should be a warning to you and a bit more research 


is in order.





Almost all operating systems keep track of a counter called disk queue length or


another counter called disk transfers per second.


The disk queue length counter is probably the single most important performance counter for


any system running a database management system.  The disk queue length counter represents


how many i/o operations (a read or write) are waiting to be serviced by a given


disk system.  For Non-RAID-5 this would be the disk itself for hardware RAID-5


implementations it would be the RAID-5 array itself.





The reason this counter is so important to the DBA is that it shows whether or


not the disk (or disk array) has been saturated.  If the counter is monitored over


a period of time  and the queue length is greater than 0 on average then


I have good and bad news.  The good news is that you are getting every last


ounce of usable power out of your disk array.  The bad news -- oh nothing


major --  you  will not be getting anymore speed out of the disk array.  Basically


the device is saturated.  This is not a warning shot across the bow-- it is an indication


that we have gone beyond the capacity of the device to perform.  I/o requests are


waiting in a queue while the disk device is attempting to play catch-up.








The following sections show how to check the queue length counter for storage


devices  on a number of operating systems.





NT


The NT performance monitor can be found under the administration tools


program folder.  Once you have started the NT performance monitor there


is an add button on the tool bar.  This will allow you to add a performance


counter.  The Object edit box is a list box that should list an object


called physical disk.  The instance box will show all of the physical disks


available.  Select the one that contains the database.  The counter list box


will list a counter called average queue length - select this one.


NOTE:  under NT 4.0 and NT 3.51 it is necessary to run the following command


at the DOS prompt and to reboot the system if it has not been done so already.


DISKPERF -y





UNIX


  BSD


     IOSTAT on some systems can be used to find the average number of transfers


     per second.  This is not as powerful as knowing if you have a queue length, however


     coupled with the specifications of the disk drives it can give a fairly good, albeit


     coarse measurement of what the drives on the system are doing.  Most


     drives have an average seek time of about 7.5 milli-seconds which equates to about


     1000/7.5 =  133 i/o's per second.  A higher number of i/o's per second is possible


      but is usually a result of a spiral write or read such as a load of a data warehouse


     or full table scan.   When the workload is related to more random access as in an 


      On-line Transaction Processing (OLTP) such as an order entry application the i/o


       pattern tends to be much more scattered and hence more head movement on the


        disk drive which reduces the number of i/o's per second.





VMS





  The command  MONITOR DISK/ITEM=QUE at the VMS prompt will show


  the queue lengths for all of the disk devices on the system.





How can I escape the trap?  (Assuming I have been caught)





In the real-estate industry there is a saying that is used to signify the importance


of a particular aspect of purchasing a piece of real-estate.  It is 'Location, location


location'.  Well in the IT industry the term for performance is 'Parallel, parallel, parallel'.





The following are some of the options available with Oracle.


  Parallel Server


  Parallel Query


  Oracle8 Horizontal partitioning


  


Get the hint.  The old adage Divide and Conquer is quite apropos.


If this is not the way to do things why are software companies spending


millions of dollars on software specifically targeted at dividing a given


task into component pieces.  It is pervasive in all components of the


industry.  Windows NT recognizes and can take advantage of the fact


that there may be 2 CPU chips on the motherboard of a computer,  the 


Digital Alpha chip has at least 2 ALU's in each CPU chip and each execute


an instruction on each clock cycle, and Oracle has the ability to divide a full table 


scan into several smaller scans running simultaneously (assuming that there is more


 than one disk drive on the system ).  A RAID-5 configuration will show up as one


device to the operating system and hence to Oracle as a single disk device.





The easiest way to fix the problem is to distribute the i/o on your system


across as many disk drive controllers and/or disk drives as possible.  Remember,


the word for the day is Parallel.  A single controller with a single channel can  easily be


a bottleneck to the system.  If one Ultra2 SCSI controller can transfer a maximum of 40


Mbytes/second and a fast Ultra2 SCSI disk drive can transfer a maximum of 40 Mbytes/second


right away we have a problem.  Having 8 drives on the controller going full blast will


almost certainly saturate the disk controller.   If RAID-5 is a requirement - work on getting


several smaller RAID-5 controllers in the system cabinet as opposed to a single


controller.


How can I avoid the trap if I have not been caught





There are a number of things that a DBA can do to avoid the trap.


Gain a basic knowledge of the hardware components in the system. 


All hardware manufacturers have product specifications calling out the


maximum capacity of their hardware devices.  Get these specifications and with


a schematic of the hardware system, your system administrator should


be able to provide this,  you can spot fairly quickly where bottlenecks


will show up.


Make sure you are involved in any hardware configuration discussions and


decisions.  During those discussions asked pointed and specific questions - such as how


many controllers are to be configured and what is the maximum capacity of each


component in the i/o sub system.


Summary





In conclusion there are only 3 things that need to be remembered to avoid


the RAID-5 trap.  





Be a part of the hardware configuration process (by hook or by crook!)





Know some basics on hardware speeds.  The references section below gives some


web addresses that contain a wealth of information.





Parallel, Parallel, Parallel!
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